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Agenda

•Introduction  

•Preliminaries and Observation 

•Skewness Ranking Optimization (Skew-OPT) 

•Experiment Results 

•Conclusion
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Introduction
•What is personalized recommendation?

U-I Graph

Film

Book

Music

Beauty

CD
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Introduction

•Each user/item can be projected into an embedding. 

•All embeddings form a distribution.
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•Goal: Find a distribution that is good for recommendation.
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Preliminaries and Observation
•Bayesian Personalized Ranking ( BPR )

U-I Graph

∑
(u,i,j)∈Ds

ln σ (ΘT
uΘi − ΘT

uΘj) 

BPR-MF
Adjacency 

Matrix

=

̂xuij(Θ)

U I

DS = {(u, i, j) | ∀u ∈ U, i ∈ I+
u ∧ j ∈ I∖I+

u }

6

Introduction        Preliminaries and Observation       Skew-OPT       Experiment Results



UAI’20

A
lle

n 
C

hu
ng

, N
at

io
na

l C
he

ng
ch

i U
ni

ve
rs

ity

•We observed that the distributions          learned from BPR are usually 
right-skewed—-Skew normal distribution! 

Preliminaries and Observation
̂xuij(Θ)
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Preliminaries and Observation

•Under the assumption of skew normal distribution, there are two main ways 
to enlarge the  should benefit recommendation performance: 

Shift the distribution right-ward. 

Maximize the shape parameter . 

p( ̂xuij(Θ) > 0)

α

�2 0 2 4 6 8 10

x

0.0

0.1

0.2

0.3

0.4

0.5

0.6

f
(x

)

⇠ =0
⇠ =2
⇠ =4

8

Introduction        Preliminaries and Observation       Skew-OPT       Experiment Results

�4 �2 0 2 4

x

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

f
(x

)

� = -0.45, ↵ = -2
� = 0.00, ↵ = 0
� = 0.45, ↵ = 2
� = 0.78, ↵ = 4

p(x > 0) = ∫
∞

0
f(x)dxright-skewed 


distribution



UAI’20

A
lle

n 
C

hu
ng

, N
at

io
na

l C
he

ng
ch

i U
ni

ve
rs

ity

Skewness Optimization Ranking

•Inspired by the observations, we manage to leverage the features of skew 
normal distribution to better model the personalized ranking problem.             

NOTE: For personalized ranking, the estimator                            is to 

describe as the random variable  which is assumed to follow the skew 
normal distribution. 

GOAL (1): To push the distribution right-ward for a larger . 

GOAL (2): To have a larger  by adjusting the shape parameter. 

X

p( ̂xuij(Θ) > 0)

p( ̂xuij(Θ) > 0)

̂xuij(Θ) = ̂xui − ̂xuj

9

Introduction        Preliminaries and Observation       Skew-OPT       Experiment Results



UAI’20

A
lle

n 
C

hu
ng

, N
at

io
na

l C
he

ng
ch

i U
ni

ve
rs

ity

•Skewness optimization ranking (Skew-OPT) 

We design the likelihood function of Skew-OPT  

         where    is set to be odd integer.   

The location parameter  allows Skew-OPT to push the distribution of 
the estimator  right-ward. 

The scale parameter  reduces the model over-fitting for large .

ξ
̂xuij

ω ξ

p(i >u j |Θ, (ξ, ω, η)) = σ (
̂xuij(Θ) − ξ

ω )
η

η
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•Therefore, the optimization criterion of Skew-OPT becomes maximizing  

. 

Skew-OPT is maximizing by utilizing the asynchronous stochastic 
gradient ascent for updating the learned parameters    . Θ
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Skewness Optimization Ranking
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•Now we start to describe the relation between shape parameter    and 
Skew-OPT and how Skew-OPT optimize the skewness value. 

α

Max
Max α

Max the skewness value 

1 2
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Skewness Optimization Ranking
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•The relation between Skew-OPT and AUC 

We here consider micro-AUC : 

Since we assume that  follows skew normal distribution,̂xuij
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•The relation between Skew-OPT and AUC 

Skew-OPT seeks to maximize the estimator by shifting the distribution 
to the right, so we just discuss when         . 

Therefore, when            , then                    .         

ξ > 0

α → ∞ AUCmirco → 1
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Experiment Results

•Datasets : Five different public real-world datasets.
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Transfer into implicit feedback. 

Above 3.5 points treat as preferring item.   

Below 3.5 points treat as dislike item.
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•Top-N recommendation performance 

It is worthy to say that Skew-OPT win against HOP-Rec and NGCG without exploiting 
high-order information.        
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Experiment Results
•Sensitivity Analysis of the best performance

17

Introduction        Preliminaries and Observation       Skew-OPT       Experiment Results

ξ = 5

ξ = 3



UAI’20

A
lle

n 
C

hu
ng

, N
at

io
na

l C
he

ng
ch

i U
ni

ve
rs

ity

Experiment Results
•Distribution Analysis
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Conclusion

•Skew-OPT provides probability distribution perspective to analyze the 
personalized recommendation problems. 

•Skew-OPT leverages the feature from skew normal distribution and 
provides three extra degrees of freedom for ranking optimization. 

•This work is first to analyze the learned embedding space for 
personalized recommendation task.
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Skew-OPT Implementation

• Skew-OPT is now publicly available on GitHub: 

Repo: https://github.com/cnclabs/codes.skewness.rec 

•Skew-OPT is implemented on the framework of SMORe: 

Repo: https://github.com/cnclabs/smore
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Thanks For Your Listening 

Any Question ?
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