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Introduction

● Pre-trained word embedding has shown success in NLP
● Some fields, such as Finance, have very few labeled data and 

many domain specific words, which make the field-related NLP 
tasks more challenging.

● There are many domain specific dictionaries; can we integrate 
the human knowledge into NLP tasks ?

● Yes.  In this paper, we integrate dictionary into a self-attention 
model for sentiment analysis 
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Experiment

● Datasets
○ 10K-Sentence (Label: Risky / Non-risky)

○ Yelp (Polarity 2-way, Full 5-way)

○ Amazon (Polarity 2-way, Full 5-way)

● Dictionary
○ General dictionary

○ Domain specific dictionary
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Conclusion

● Demonstrate how to incorporate human knowledge, such as 
dictionary, into machine learning models.

● The empirical results show the effectiveness of our proposed 
model, especially for finance specific dataset.

● The attention heat map analysis shows how dictionary facilitates 
model to learn domain specific words.


