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Music usually carries people’s emotions, and people sometimes express their feelings by

writing articles while listening to music. In light of this observation, we proposes a context-

aware approach that recommends music to a user based on the user’s emotional state

predicted from the article the user writes.

Overall Construction

LiveJournal is a well-known blog website where users can write blogs, or online diaries.

The users are able to listen to a song and label a mood tag that reflects his or her

emotional state while writing an article, as exemplified in following Figure. The collected

data contains 19,596 users, 225,652 articles, and 30,260 songs.

Dataset - Livejournal

• A competitive model for ranking problem.

• Easy to embed various kinds of feature in the data.

• Capable of learning the relationship between user’s emotional states and their lis-

tening behavior.

What we want for this problem

Factorization machine (FM) provides a good framework to tackle with the task:
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models the inter-

action of each pair of features. Instead of using single parameter for each interaction, FM

factorizes it as the dot product of two vectors, where κ is the model complexity. This way

allows high-quality parameters estimated by higher-order interactions under sparsity.

Our Ranking Approach

Factorization Machines
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All the extracted features can be divided into following three aspects: Personal Factors,

Situational Factors and Musical Factors.

Music Perspective Feature
Considering the abundant information within music, we use 53 audio features to repre-

sent various perceptual dimensions of music, including danceability, loudness, mode, and

tempo. They are extracted by using the EchoNest API (http://developer.echonest.com/),

a commonly used audio feature extraction tool developed in the field of music information

retrieval.

Emotion Perspective Feature
The text of articles is converted to an emotional word vector by using the lexicon of

Affective Norms for English Words (ANEW), which provides a set of normative emotional

ratings for English words. The emotional words are rated by valence, activation and

dominance. Each emotional word is weighted by Term-Frequency Inverse-Document-

Frequency (TFIDF) measure,
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where D is the total number of articles. Each term in vector is scored by �� (�� �) ×

��� (�� �). After the TFIDF weighting, we can get the Valence, Arousal, and Dominance

(VAD) values of an article by a weighted summation of the VAD values of the emotional

words occur in the article.

Feature Extraction

ANEW Lexicon
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• Both the performance of the music perspective and the user perspective outperforms the

CF-based one (i.e., U + S) by a great margin.

• This result implies that the VAD feature provides more emotional information of the user

context, which might not be easily captured by mood tags or words only.

• Combining the content-based audio information with the contextual emotion information

further improves the quality of recommendations.

Experimental Results


